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Fuzzy c-means (FCM) is a widely used unsupervised classifier for remote sensing images. This letter presents an uncertainty analysis-based FCM (UAFCM) classification method. The uncertainty in this letter refers to the discriminative ability of class attributes in fuzzy classification on a per-pixel basis. UAFCM is performed by analysing the uncertainty in FCM classification result and reclassifying the pixels with large uncertainty. Specifically, the uncertainty in FCM classification is measured by entropy and a proposed square error-based criterion. A threshold value is then determined to recognize the pixels with large uncertainty, which are reclassified with spatial connectivity subsequently. Experiments on three remote sensing images show that the proposed UAFCM consistently obtains more accurate classification results than does FCM, and hence provides an effective new unsupervised classification method for remote sensing images.

1. Introduction

Remote sensing techniques have been used in many application fields such as agriculture, forestry, geology, and oceanology (Richards and Jia 2006, Wang et al. 2012). Extraction of land cover information from remote sensing images is usually accomplished by classification and it is one of the most important techniques in the field of remote sensing. There are three basic types of classification methods: supervised, unsupervised, and hybrid. Supervised classification requires training samples from each class to guide classification. Commonly used algorithms include minimum distance, maximum likelihood classification, artificial neural networks, support vector machines, etc. By contrast, unsupervised classification does not require training samples to label classes for pixels and classes are distinguished by exploiting spectral information of pixels. The hybrid classification is a combination of both supervised and unsupervised classification (Dopido et al. 2006).

Various algorithms have been developed for unsupervised classification including k-means clustering (Duda et al. 2001), iterative self-organizing data analysis techniques algorithm (Hall and Ball 1965), self-organizing maps (Bagan et al. 2005), and Markov random field (MRF) (Xu et al. 2013). In addition, artificial intelligence has also been employed for unsupervised classification such as genetic algorithms (Bandyopadhyay et al. 2007) and artificial immune system (Zhong et al. 2011). The core idea of unsupervised classification is to seek an optimal cluster centre for each
class that has been artificially predefined by analysts. The classical $k$-means clustering is performed based on the assumption that a pixel only belongs to one cluster. As an extension of $k$-means clustering, fuzzy $c$-means (FCM) (Bezdek 1981) clustering provides soft clusters, where a pixel has a degree of membership in each cluster (Dopido et al. 2006). FCM has been widely applied for unsupervised classification of remote sensing images for many years.

Remote sensing process often includes data acquisition, image gaining, and interpretation. All of the involved instrumentations, techniques, and models in the three steps can lead to an uncertainty in remote sensing images interpretation (such as land cover classification) (Dehghan and Ghassemian 2006, Richards and Jia 2006). In remote sensing, measures such as the membership probability of a pixel for each class are often used as indicator of uncertainty in classification on a per-pixel basis (Brown et al. 2009). The outputs of FCM are essentially fuzzy class attribute values indicating membership probabilities, which have been hardened in conventional FCM results. These fuzzy outputs can provide information on uncertainty in FCM classification. For those pixels with large uncertainty in classification, reclassification of them by using other information is expected to obtain higher classification accuracy. Aiming at this issue, two problems need to be solved. One is for each pixel, how to determine whether the uncertainty in classification of it is large or not? The other is for pixels with large uncertainty in classification, how to perform reclassification?

In this letter, the classical FCM is enhanced by analysing uncertainty in FCM classification result and an uncertainty analysis-based FCM (UAFCM) classification method is proposed. UAFCM recognizes pixels with large uncertainty in traditional FCM classification result using a threshold value and performs reclassification for pixels with large uncertainty using spatial connectivity. In UAFCM, uncertainty in classification for each pixel is measured first based on two criteria: entropy (Foody 1995) and a proposed criterion based on square error. According to the estimated values measuring uncertainty for all pixels, a threshold value is determined. The pixels with large uncertainty are then identified using this threshold value. For each pixel with large uncertainty, reclassification is performed based on spatial connectivity, by which neighbouring pixels’ class labels are considered. The main contributions of this letter are as follows:

2. Proposing a new criterion based on square error to quantify the uncertainty in fuzzy classification.

2. FCM

Suppose there are $n$ test samples, $x_1, x_2, ..., x_n$, and $k$ is the number of clusters or classes. Define $u_{ij} \in [0, 1]$ as the membership probability of pixel $x_j$ ($j = 1, 2, \ldots, n$) for the $i$th ($i = 1, 2, \ldots, k$) class. The goal of FCM is to obtain the matrix $U = [u_{ij}]$ and the hard classification is achieved by assigning each pixel to the class with the highest membership probability. $u_{ij}$ should satisfy

$$\sum_{i=1}^{k} u_{ij} = 1, \quad j = 1, 2, \ldots, n$$

(1)
The clustering is performed by minimizing

\[ J(U, V) = \sum_{i=1}^{k} \sum_{j=1}^{n} u_{ij}^m \| x_j - v_i \|^2 \]  

(2)

where \( V = [v_1, v_2, ..., v_k] \) is a matrix composed of \( k \) vectors, each one containing the coordinates of a cluster centre. \( m \) is a weighting exponent and usually set to 2, a widely used value in many works.

The matrix \( U \) is randomly initialized with its elements falling within \([0, 1]\) and meeting condition in equation (1), and updated iteratively to approach an optimum solution. During the iterations, the cluster centre for the \( i \)th class is updated by

\[ v_i = \frac{\sum_{j=1}^{n} u_{ij}^m x_j}{\sum_{j=1}^{n} u_{ij}^m} \]  

(3)

and the membership probability \( u_{ij} \) is updated correspondingly by

\[ u_{ij} = \frac{1}{\sum_{i=1}^{k} \left( \| x_j - v_i \| \right)^{\frac{2}{m-1}}} \]  

(4)

### 3. UAFCM

#### 3.1 Measurement of uncertainty

First of all, it is essential to quantify the uncertainty in classification. The criterion for uncertainty should satisfy two basic conditions:

(i) The value is maximized when the membership probability of each class is partitioned evenly between all classes; and (ii) the value is minimized when the membership probability is associated entirely with one class (Foody 1995).

In this letter, the uncertainty in FCM classification is measured by two criteria, entropy and a proposed criterion based on square error.

#### 3.1.1 Entropy

Entropy is widely used to measure uncertainty in remote sensing classification (Foody 1995, Dehghan and Ghassemian 2006, Brown et al. 2009). For a particular pixel, say \( x_j \), the uncertainty in classification quantified by entropy is

\[ E_{EN}^0(j) = -\sum_{i=1}^{k} u_{ij} \log_2 u_{ij} \]  

(5)

The criterion in equation (5) satisfies the two basic conditions (i) and (ii), as mentioned in (Foody 1995, Dehghan and Ghassemian 2006, Brown et al. 2009). Each value estimated by equation (5) falls within the interval \([0, \log_2 k]\) and it may be normalized by

\[ E_{EN}(j) = \frac{E_{EN}^0(j)}{\log_2 k} \]  

(6)

so that it falls within \([0, 1]\).
3.1.2 **Square error.** The uncertainty in classification of \( x_j \) that is quantified by the proposed square error is

\[
E_0^{SE}(j) = -\sum_{i=1}^{k} \left( u_{ij} - \frac{1}{k} \right)^2
\]  

(7)

Evidently, the criterion satisfies condition (i). As for condition (ii), it is also satisfied.

\[
E_0^{SE}(j) = -\sum_{i=1}^{k} \left( \frac{u_{ij}^2 - 2u_{ij} + 1}{k^2} \right) = -\left[ \left( \sum_{i=1}^{k} u_{ij}^2 \right) - \frac{1}{k} \right] \geq -\left[ \left( \sum_{i=1}^{k} u_{ij} \right) - \frac{1}{k} \right]
\]  

(8)

From equation (8), we can see \( E_0^{SE}(j) \) has the minimum value \(- (1 - \frac{1}{k})\). It is critical to demonstrate the assumption \( E_0^{SE}(j) \) reaches this minimum value when the membership probability is associated entirely with one class (i.e., condition (ii)). We provide the demonstration for this assumption here.

\[
E_0^{SE}(j) = -\left( 1 - \frac{1}{k} \right) \Rightarrow \left[ \left( \sum_{i=1}^{k} u_{ij}^2 \right) - \frac{1}{k} \right] = -(1 - \frac{1}{k}) \Rightarrow \sum_{i=1}^{k} u_{ij} = 1 \Rightarrow \sum_{i=1}^{k} u_{ij} = 1
\]

\[
\Rightarrow u_{ij}(u_{ij} - 1) = 0, \text{ for all } i \Rightarrow u_{ij} = \begin{cases} 
1, i = i_0 \\
0, i \neq i_0
\end{cases}
\]  

(9)

This means only when the membership probability of a certain class (denoted as \( i_0 \) in equation (9)) is 1 (the membership probabilities of other classes are 0 in the meanwhile according to (1)), \( E_0^{SE}(j) \) reaches the minimum value. Therefore, condition (ii) is evidently satisfied for the proposed square error based criterion. \( E_0^{SE}(j) \) may be normalized by

\[
E_{SE}(j) = \frac{E_0^{SE}(j) + (1 - \frac{1}{k})}{1 - \frac{1}{k}}
\]  

(10)

to fall within \([0, 1]\).

3.2 **Recognition of pixels with large uncertainty**

After the uncertainty for all \( n \) pixels in an image is quantified, we can obtain the mean and variance (denoted as \( \bar{E} \) and \( \sigma \), respectively) of the \( n \) values \( E_1, E_2, \ldots, E_n \). A threshold can be generated from an empirical equation

\[
\gamma = \bar{E} + \rho \sigma
\]  

(11)

where \( \rho \) is a constant. The threshold value is used to recognize those pixels with large uncertainty: if \( E_j \geq \gamma \) (\( E_j \) can be calculated by equation (6) or equation (10)), then pixel \( j \) is considered as a pixel with large uncertainty in classification; otherwise, pixel \( j \) is recognized as a pixel with small uncertainty in classification.
3.3 Reclassification of pixels with large uncertainty

For those pixels with large uncertainty, reclassification is performed with the aid of spatial connectivity. According to spatial connectivity theory, most of the spatial objects are neighbourhood connected. That is, the centre pixel is the most likely to be of the class that has already been assigned to most of the neighbouring pixels.

The pixels with large uncertainty are marked as unlabelled ones first of all. For any unlabelled pixel, by searching its $W \times W$ neighbouring pixels, those already labelled pixels are recorded along with their class labels. Then, the unlabelled centre pixel will be allocated to the class that has already been assigned to the largest number of neighbouring pixels. If an unlabelled pixel is entirely surrounded by pixels with large uncertainty, the class with the highest membership is found out and recorded for each pixel in the $W \times W$ window at first and the unlabelled centre pixel will be labelled as the class with the largest vote in the local window. The whole process is terminated when all uncertain pixels are labelled.

The proposed UAFCM-based unsupervised classification method is a post-processing of conventional FCM classification. It can be easily realized by the remote sensing data analysts and easily coded in any computing language. Also, UAFCM is a very fast method. It is non-iterative (iterations in FCM are not considered) as reclassification of pixels with large uncertainty is a single-pass method. Different from some post-processing techniques, such as mode filtering (Evans and Nixon 1995), UAFCM only reclassifies uncertain pixels and updates their class labels. If some elongated features or small objects can be correctly classified by FCM, using those post-processing methods, these features may be smoothed or even lost. However, if pixels for these features are ones with small uncertainty, UAFCM will not update their labels and will retain these features as a result. This is an advantage of the proposed UAFCM.

4. Experimental results and analysis

In this section, experiments on three remote sensing images were carried out to validate the effectiveness and advantage of the proposed UAFCM. Five unsupervised classification methods were tested: FCM, FCM results with neighbourhood voting (FCMNV), MRF, UAFCM using entropy (FCMEN) and UAFCM using square error (FCMSE) to measure uncertainty. It took less than 2 seconds to run UAFCM after FCM on an Intel Core i7 Processor at 3.40-GHz with MATLAB 7.1 version.

4.1 Data description

The detailed information on three data sets for test is described as follows.

The Flightline C1 (FLC1) data set. FLC1 covers an agricultural district located in the southern part of Tippecanoe County (Zhong et al. 2011). A part of the data set (110 × 190 pixels) with 12 bands was used for test. The studied site mainly contains four vegetative species: red clover, oats, soy, and wheat. Three-band colour composite image of the studied site is shown in figure 1(a) and the ground reference data is shown in figure 1(b). The numbers of test samples of red clover, oats, soy, and wheat are 4370, 1296, 3446, and 2385, respectively.

The Hyperspectral Digital Imagery Collection Experiment (HYDICE) data set. The HYDICE airborne hyper-spectral data covers an area of the Washington, DC Mall (191 bands with a spatial resolution of 3 m) (Zhang et al. 2013). The studied area has 200 × 307 pixels and mainly covers five classes: tree, trail, road, grass, and roof. Figures 2(a) and (b) gives the information of the image. The numbers of
Figure 1. Results of FLCl data set. (a) Three-band colour composite image (bands 9, 6, and 3 as RGB). (b) Ground truth. (c)-(f) FCM, FCMNV, FCMEN, and FCMSE results.

Figure 2. Results of HYDICE data set. (a) Three-band colour composite image (bands 65, 52, and 36 as RGB). (b) Ground truth. (c)-(f) FCM, FCMNV, FCMEN, and FCMSE results.

test samples of tree, trail, road, grass, and roof are 1135, 908, 1175, 891, and 1378, respectively.

The Reflective Optics System Imaging Spectrometer (ROSIS) data set. The data set was acquired by the ROSIS sensor during a flight campaign over the University of Pavia, Italy. The data set has 103 bands and a spatial resolution of 1.3 m (Wang and Wang 2013). A region with 256 × 256 pixels was studied, which mainly contains five classes of interest: asphalt, meadow, brick, tree, and metal sheet. The corresponding numbers of test samples for the five classes are 2810, 3263, 1276, 1220, and 1371. The three-band colour image and ground truth are shown in figures 3(a) and (b).

4.2 Results

In the experiments for FCM, the number of clusters was set to 4, 5, and 5 for the FLCl, HYDICE, and ROSIS data sets, respectively. For two UAFCM algorithms (i.e., FCMEN and FCMSE), ρ was set to 1. The neighbourhood window size in FCMEN, FCMSE, and FCMNV is set to 3 × 3 (i.e., W = 3). The unsupervised classification results of FCM, FCMNV, FCMEN, and FCMSE for three images are shown in figures 1(c)-(f), 2(c)-(f), and 3(c)-(f).
Fuzzy c-means with uncertainty analysis

Asphalt Meadows Bricks Trees Metal sheets

Figure 3. Results of ROSIS data set. (a) Three-band colour composite image (bands 90, 60, and 40 as RGB). (b) Ground truth. (c)–(f) FCM, FCMNV, FCMEN, and FCMSE results.

As can be observed from the results of three classification methods, two UAFCM-based classifiers FCMEN and FCMSE can provide better results than FCM and FCMNV. There are many incorrectly classified and isolated pixels in FCM results. Though FCMNV can enhance FCM by removing scattering of pixels in FCM maps, its performance is still poorer than FCMEN and FCMSE in general. Specifically, in FLC1 data set results, there are obvious isolated pixels in FCM result and many pixels that should be classified as wheat and oats are labelled as soy. With FCMNV, these isolated pixels are almost eliminated, but some pixels for soy are still incorrectly classified as soy. In FCMEN and FCMSE results, however, by reclassification of pixels with large uncertainty, the misclassification has been noticeably alleviated and the classification of wheat and oats is more satisfying. For unsupervised classification of the HYDICE and ROSIS data sets, FCM yields a number of isolated pixels again. FCMNV shows its advantage in classification of roof and tree in the HYDICE image, but yield over-smoothed results of ROSIS image. Both FCMEN and FCMSE outperform FCM from visual inspection. This can be well illustrated by the classification of road and grass in the HYDICE data set and meadow in the ROSIS data set. The visual comparison evidently validates the advantage of the proposed UAFCM in classification.

The advantage of the proposed UAFCM is also confirmed quantitatively by classification accuracy in terms of the percentage of correctly classified pixels. Table 1 lists the overall accuracy (OA) for FCM, FCMNV, FCMEN, and FCMSE for three data sets. For classification of FLC1 data set, the classification accuracy of both FCMEN and FCMSE is higher than that of FCM and FCMNV. The OA of FCMEN is 4.42%, 3.81%, and 0.56% greater than that of FCM, FCMNV, and FCMSE. For HYDICE data set, FCMNV, FCMEN, and FCMSE are competent in classification and all of them are superior to FCM. As for the ROSIS data set, the OA of the proposed FCMEN and FCMSE is higher than the other two methods. Moreover, FCMSE
obtains slightly higher accuracy than FCMEN, with gains of 3.22% and 1.55% over FCM and FCMNV respectively.

To evaluate the statistical significance in accuracy for different unsupervised classifiers, McNemar’s test (Foody 2004) was also applied. Using the 95% degree of confidence level, the McNemar’s test results indicate FCMNV and two UAFCM-based classifiers (i.e., FCMEN and FCMSE) provide significantly higher accuracy than FCM classifier for all three images. With respect to comparison between FCMNV and UAFCM, the latter tends to achieve significantly higher accuracy. The inter-comparison between FCMSE and FCMEN reveals that the two UAFCM-based classifiers are generally competent in classification.

The proposed FCMEN and FCMSE were also compared with a MRF-based unsupervised classifier. The MRF-based discriminant function for class \( i \) \((i = 1, 2, \ldots, k)\) on pixel \( x_j \) \((j = 1, 2, \ldots, n)\) is expressed as follows:

\[
g_i(x_j) = \frac{1}{N} \sum_{t=1}^{N} \beta \delta(i, x_t) + (1 - \beta)u_{ij}
\]

where \( \beta \in (0, 1) \) is a control parameter, \( N \) is the number of neighbouring pixels, and \( \delta(i, x_t) \) is a function that counts the number of neighbouring pixels belonging to class \( i \).

The spectral term of the MRF model in equation (12) is calculated by FCM. In this letter, a simple and fast approach based on Besag’s iterated conditional modes (ICMs) algorithm was applied to generate classification results for MRF model (Bruzzone and Prieto 2000). The parameter \( \beta \) controls the contributions from spatial and spectral terms (Wang and Wang 2013) and plays an important role in MRF-based classification approach. It was tested from 0.1 to 0.9 with a step of 0.1, as exhibited in figure 4. It can be observed that two UAFCM methods, overall, achieve higher OA than does MRF for classification of the FLC1 and ROSIS data set. As for the HYDICE data set, only when \( \beta \) is greater than 0.7, MRF is able to obtain more accurate result.

The parameter \( \rho \) in equation (11) determines the threshold used to recognize pixels with large uncertainty. Its influence on the two UAFCM algorithms was analysed. Specifically, \( \rho \) was tested for the three data sets from 0 to 2 with a step of 0.1, as shown in figure 5. It is worth noting that the accuracy of FCMEN and FCMSE takes the same tendency when \( \rho \) varies and the two methods are competent in classification in general. When \( \rho \) is large enough, the accuracy of both FCMSE and FCMEN becomes the same as that of FCM. This is because the threshold is over large and none pixels can be recognized as uncertain ones. When \( \rho \) takes values between 0.5 and 1.5, UAFCM can enhance. With \( \rho = 1 \), two UAFCM algorithms are able to achieve relatively high classification accuracy and the corresponding OA is higher than that of FCM and FCMNV, suggesting \( \rho = 1 \) is an effective choice for determination of threshold in equation (11).
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5. Conclusions

A new classification method, UAFCM, is introduced in this letter. UAFCM is a post-processing of traditional FCM classification. The new method is realized by reclassifying those pixels with large uncertainty in FCM classification result. The uncertainty is measured by entropy and the proposed square error-based criterion. Then, a threshold value is determined according to measured uncertainty for all pixels in the studied remote sensing image. By comparing to the threshold value, uncertain pixels in FCM classification are recognized and reclassified with spatial connectivity at last. Three data sets were tested for validation of UAFCM. From both visual and quantitative assessment, it is shown that UAFCM with uncertainty measured by entropy and the proposed square error (i.e., FCMEN and FCMSE) can enhance FCM. Furthermore, UAFCM is capable of obtaining better results than FCMMNV and the MRF-based unsupervised classification approach. Future work will focus on developing other methods of reclassification of pixels with large uncertainty.
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